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15.1 Introduction

The IMS A110 consists of a high performance configurable array of multiply-accumulators (420 MOPs). three
programmable length 1120 stage shift registers and a versatile backend post processing unit. All these
features are controlled from a microprocessor interface. The comprehensive on-chip facilities ensure that
a single device is capable of dealing with many tasks commonly found in the fields of signal and image
processing.

The backend post processing unit gives the IMS A110 a high degree of flexiblility. especially for image pro­
cessing applications. This document describes by example some of the uses of the backend post processor.

Unless specified otherwise all the examples considered will be based around image processing applications
with 8 bits per pixel being used to represent the image data.

15.2 Description of the backend post processor

Figure 15.1 shows the functional blocks and interconnections which are present within the backend post
processor of the IMS A110. This diagram can be broken down into 4 main sections. the input block, statistics
monitior. data conditioning unit and output block. A brief description of each of these major sections is given
below. for full details reference should be made to the data sheet.

15.2.1 Input block (shitter, cascade adder and rectifier)

Data from the MAC array encounters the shifter when it enters the input block. The shifter is capable of up
to 8 arithmetic shifts in either direction. When shifting left it is possible for an overflow to occur. Such an
overflow is not detected by the device. hence it is left to the user to ensure that unintentional overflows do
not occur. When shifting right rounding is applied to improve the accuracy of the device. The magnitude and
direction of the shift are controlled by BCRO[5..1] as described in the data sheet.

The output data from the shifter is fed into the cascade adder. Here it is added to both the rounding bit
generated by the shifter and the data applied to either the cascade input bus or zero depending on the setting
of BCRO[O]. Should the result of the 22 bit signed addition be greater than 221 - 1 then a positive overflow is
generated. Similarly if the result is less than _222 a negative overflow is generated.

The output from the cascade adder can be optionally full or half wave rectified depending on the setting of
BCRO[7..6]. The output of the rectifier drives the X bus. Note that when full wave rectification is being used
and the output of the cascade adder is _221 then the output from the rectifier remains as _221.

15.2.2 Statistics monitor

The statistics monitior allows the X bus to be monitored for certain conditions. Four different modes of
operation are possible and these are tabulated below:

Mode BCR1[1] BCR1[O]
Max Register 0 1
Min Register 0 0
Overshoot Counter 1 1
Undershoot Counter 1 0

When configured to be in max register mode and the X bus exceeds the current threshold in the MMR (maxlmin
register). then the MMR is loaded with the value on the X bus and the counter (OUe) is incremented. If the
threshold is not exceeded then no action is taken. Thus assuming the MMR was initially set to _221 its value
at some later time is the maximum value which has appeared on the X bus in that period, and the OUC has
been incremented by the number of times the threshold has been updated.
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If configured to be in min register mode the threshold is updated and the counter incremented whenever the
X bus is less than the current threshold. Note that when operating in max/min register mode if a positive or
negative overflow occurs then the threshold is not updated since this could leave a misleading value in the
MMA.

As an overshoot counter the statistics monitor operates by incrementing the OUC every time the value on the
X bus exceeds the threshold in the MMA or if a positive overflow occurs. The OUC is unsigned and will not
wrap around, thus behaving as a saturating counter. Similarly when configured to be in undershoot counter
mode the OUC is incremented every time the value on the X bus is less than the current threshold.

When overflows occur this is recorded in bits 22 and 23 of the MMA. Positive overflows cause bit 22 to be
set while negative overflows cause bit 23 to be set. These bits may be cleared by writing to the MMB copy
location.

Direct access to the MMA and OUC via the microprocessor interface is not possible. Instead the reading
and writing of these registers is performed by making use of the MMB, CMM, OUB and COU registers. Full
details may be found in the data sheet.

15.2.3 Data conditioning unit (data transformation unit and data normaliser)

Data transformation unit

The data transformation unit contains a prescaler, an under/over select detector, a look up table and a byte
selector. It may be used on its own to provide arbitrary data mappings of an 8 bit segment of the X bus, or
in conjunction with the data normaliser to implement sophisticated dynamic range compression functions.

The prescaler allows an 8 bit field to be selected from anywhere within the 22 bits of the X bus. This 8 bit
field is used as an address to the LUT. The over/under select detector monitors the operaton of the prescaler
to ensure that all the significant bits and the sign of the X bus are included within the 8 bit field. If this is not
the case then an overselect or underselect signal is generated depending on whether the X bus is positive
or negative respectively.

The LUT consists of sixty four 32 bit words. In addition there are a further two 32 bit locations known as the
upper and lower saturation registers (USA, LSA). The most significant 6 bits of the address field are used to
select one of the 32 bit registers in the LUT. This 32 bit output is known as the Y bus. The least significant
2 bits of the address field are then used to control a byte select on the output. Thus the LUT may be used
to provide arbitrary 8bit - 8bit data transformations.

Positive overflows on the X bus or overselects in the prescaler cause the LUT to access the USR overriding
the address supplied by the prescaler. Similarly negative overflows and underselects cause the LUT to
access the LSA. When such conditions occur the byte select control is also overridden thus causing the most
significant byte (byte 3) of the appropriate saturation register to appear on the byte wide output of the data
transformation unit.

The LUT is programmed via the memory interface. The addressing for the LUT corresponds directly to the
8 bit field, assuming that the byte selector is being used. To enable access to the LUT, USA and LSA from
the microprocessor interface the LUT access control bit ACA[1] must be set to zero. This forces the Y bus
to zero and causes the normaliser to be controlled by BCA3[7..3] regardless of the setting of the dynamic
normalisation bit. Once the LUT has been programmed the LUT access control bit may be reset to one thus
allowing the LUT to be used in the data transformation unit.

Data norrnaliser

The data normaliser contains a shifter followed by a zero data unit. The shifter is capable of right shifts of
up to 14 bits and left shifts of up to 2 bits. Any amount of shift outside this range invokes the zero data unit
which zeros the output of the data normaliser. The amount of shift is specified by one of two 5 bit sources.
These are either BCA3[7..3] or bits 26 to 22 of the Y bus. The source currently selected is determined by
the setting of BCA3[2].
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15.2.4 Output unit (output adder and output multiplexers)

Output adder

The output adder takes one of its inputs from the data normaliser (including the rounding bit). The other input
is either the least significant 22 bits of the Y bus or zero depending on the setting of BCR3[1]

Output multiplexers

The output multiplexers allow the selected byte from the LUT to be optionally selected to drive either the most
or least significant 8 bits of the cascade output pins. This feature is controlled by the setting of BCR2[5..6].
Any cascade output pins not being driven by the selected byte are driven by the appropriate bits of the output
adder.

15.3 Uses of the backend post processor

15.3.1 Local area averaging

Local averaging is the one of the simplest image filtering operations. A typical local averaging filter may be
seen in figure 15.2. Although this filter looks very simple to implement on IMS A11 Os there is one slight
problem and that is how to achieve the divide by nine operation. The operation is necessary to ensure that
the output image data requires the same number of bits to represent it as the input data.

1
9

1 1 1

1 1 1

1 1 1

Figure 15.2 Local averaging filter kernel

The IMS A110 is capable of dividing by integer powers of two. Using this capability the i could be replaced
with ~. Although this would adequately restrict the magnitude of the output data a significant loss of dynamic
range could occur. A better solution is to generate an approximation to 1in the form shown below. Where %

represents the coefficient and y the number of right shifts applied:

% 1
211 ~ 9

It may be simply shown that the closest approximation which may be used with IMS A11 Os is:

%=57

y=9
By using these values the local averaging kernel to be programmed into the IMS A110 is as shown below:

57 57 57

57 57 57

57 57 57

Figure 15.3 Modified local averaging filter kernel

The division by 29 can't be performed by the shifter in the input block since it is only capable of right shifting
up to 8 places. The shifter in the normaliser however is capable of right shifting the required nine places.
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To configure an IMS A110 so that it performs the local averaging operation used in the above example the
following values would have to be programmed into the coefficient and control registers:

Coeff Register 0 1 2 3 4 5 6
CROa 57 57 57 0 0 0 0
CROb 57 57 57 0 0 0 0
CROC 57 57 57 0 0 0 0

Registers Data msb .. Isb
SCR 0 0 x 1 1 1 x 0
ACR 0 0 0 0 0 0 x 0
BCRO x x 0 0 0 0 0 1
BCR1 0 0 0 0 0 0 x x
BCR2 0 0 0 x x x x x
BCR3 0 1 0 0 1 0 0 0

x - indicates don't care.

Exactly the same technique may be applied to other filter kernels which require an awkward division. For
example the edge enhancement operation shown in figure 15.4 requires a division by 5 operation. A modified
version of the kernel which may be easily implemented is shown below.

1
5

0 -1 0

-1 5 -1

0 -1 0

Figure 15.4 Edge enhancement filter kernel

0 -13 0

-13 64 -13

0 -13 0

Figure 15.5 Modified edge enhancement filter kernel

15.3.2 Histogram equalization

Histogram equalization is one example of the wider field of histogram modification [1]. All such operations
manipulate the grey levels within an image to generate a new image with a modified grey level histogram.
The histogram equalization technique attempts to manipulate the grey levels within an image so that an even
spread is obtained across the entire range of intensities. Details of the technique are widely available in the
technical press [1] so an in depth discussion will not be provided here.

There are two distinct stages in performing a histogram equalization the second of which IMS A11 Os are
capable of performing. The first stage is the calculation of the transfer function which maps the original image



15 The IMS A110 backend post processor 267

onto the histogram equalized image. The main computational cost involved in this stage is the determination
of the original histogram. The second stage requires the implementation of the transfer function to map the
grey levels in the input image to the equalized grey levels in the output image.

The transfer function is implemented by making use of the arbitrary 8bit-8bit mapping ability of the LUT present
within the IMS A11 a. The offset of each location in the LUT may be regarded as one of the original grey
levels and the value programmed into that location is the transformed grey level after equalization.

For example suppose that it was desired to use an IMS A11 a to perform a histogram equalization on 8 bit
image data applied to the cascade input port with the MAC coefficients programmed to zero. The table below
shows the values which would have to be programmed into the main control registers. The output data would
appear on the lower 8 bits of the cascade output port.

Register Data msb .. Isb
SCR a a x 1 x x x x
ACR a a a a a a A x
BCRa x x x x x x x a
BCR1 a a a a a a x x
BCR2 a 1 a a a a a a
BCR3 1 a () a a a a a
LUTn 0 0 0 0 0 0 0 0

x - Indicates don't care.

A - Set to a to program LUT, set to 1 to allow IMS A11a LUT access.

0- Program with the mapping n => 0[7..0].

By modifying the transfer function programmed into the LUT many other operations are possible including
thresholding and image contouring which are described in sections 15.3.3 and 15.3.7 respectively.

15.3.3 Edge detection and enhancement

Edge detection

Edge detection is a very important image processing operation since it is often the first stage in feature
recognition. For example consider the vertical line detector shown in figure 15.6. This filter is actually the
y component of the Sobel operator. The output (H(x, y)) from the filter when convolved with an image is a
measure of the change of intensity in the y direction at each point.

-1 -2 -1

a a 0

1 2 1

Figure 15.6 Y component of the SObel operator

The output at any given point may be positive or negative depending on the direction of the intensity gradient
vector at that location. Often when using such a filter to detect vertical edges only the magnitude of the
gradient vector is of interest (Le. its direction is irrelevant). The results may be modified to simply indicate
the magnitude by processing the output as shown below.

F[x, y] = IH(x, y)1
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The modulus operation is an ideal example of the use of full wave rectification. The tables below show the
configuration of the coefficient and control registers necessary to calculate IH(z, y)l.

Coeff Register 0 1 2 3 4 5 6
CROa -1 -2 -1 0 0 0 0
CROb 0 0 0 0 0 0 0
CROc 1 2 1 0 0 0 0

Registers Data msb .. Isb
SCR 0 0 x 1 0 1 x 0
ACR 0 0 0 0 0 0 0 0
BCRO 1 0 0 0 0 1 0 1
BCR1 0 0 0 0 0 0 x x
BCR2 0 0 0 x x x x x
BCR3 0 0 0 0 0 0 0 0

x - Indicates don't care.

Typically once an edge detection operator has been convolved with an image it is necessary to make some
sort of decision based on the magnitude as to whether an edge exists at each point of the output. The method
usually used is known as thresholding [1 l.

The threshold operation involves mapping all points with a grey level greater than a given threshold to
one value (typically 255), and all other points to another value (typically 0). The lookup table as described in
section 15.3.2 provides the ability to perform just such an arbitrary mapping. By modifying the control registers
presented above it is possible to do not only the edge detection operation and the full wave rectification, but
also to apply an arbitrary threshold all within a single device. The updated table of control registers is shown
below:

Registers Data msb .. Isb
SCR 0 0 x 1 0 1 x 0
ACR 0 0 0 0 0 0 A 0
BCRO 1 0 0 0 0 1 0 1
BCR1 0 0 0 0 0 0 x x
BCR2 0 1 0 0 0 0 0 0
BCR3 1 0 0 0 0 0 0 0
LUT n D D D D D D D D

x - Indicates don't care.

A - Set to 0 to program LUT, set to 1 to allow IMS A11 0 LUT access.

D - Set to 0 for n less than or equal to the threshold, set to 1 otherwise.

Edge enhancement

Edge enhancement is often applied to images to either counteract blurring or to produce a sharper looking
image which is sometimes aesthetically more pleasing. One filter kernel which gives an edge enhancement
may be seen in figure 15.5. When this filter is convolved with an image it is possible to generate not only valid
positive image data but also negative values under some circumstances. One solution would be to apply full
wave rectification to the result however it is generally more acceptable if half wave rectification is applied.

To implement such a filter on an IMS A110 the coefficient and control registers would have to be set up as
shown in the following tables.
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Coeff Register 0 1 2 3 4 5 6
CROa 0 -13 0 0 0 0 0
CROb -13 64 -13 0 0 0 0
CROc 0 -13 0 0 0 0 0

Registers Data msb .. Isb
SCR 0 0 x 1 0 1 x 0
ACR 0 0 0 0 0 0 0 0
SCRO 0 1 0 0 1 1 0 1
BCR1 0 0 0 0 0 0 x x
BCR2 0 0 0 x x x x x
BCR3 0 0 0 0 0 0 0 0

x - Indicates don't care.
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15.3.4 Feature recognition

By using the statistics monitor it is possible to get the IMS A110 to see if a given pattern was present within
an image. To enable this process to take place a number of things have to be done:

• The MAC coefficients must be configured as a pattern detector for the pattern which is being searched
for. If the pattern is large a number of devices can be cascaded [2] to achieve the required window
size.

• The statistics monitor must be configured so that it is in max register mode.

• The MMR must be programmed with _221 at the start of the search period (typically at the start of
a frame).

As one or more images are processed the MMR register is continually updated to indicate the highest MAC
output which has occured so far. When the pattern detector encounters the pattern that it is designed to
search for the MAC output should generate a very large output which exceeds a given threshold. This output
will be recorded in the MMR. By examining the MMR at the end of the search period (typically at the end
of the frame) it is possible to see if the threshold has been exceeded. If this is the case then it is possible
to say that the pattern probably occurred somewhere within the data that was processed. The setting of the
threshold to achieve reliable operation requires system teaching using known sets of data.

In a similar fashion it is possible to perform feature recognition with the statistics monitor configured as an
overshoot counter. In this mode of operation the detection of the desired pattern is indicated by an increase
in the value of the DUC (care must be taken to ensure that it does not saturate). The method of setting the
threshold at which the overshoot counter is incremented is identical to the description given in the previous
paragraph. At first sight it may appear that this method enables the number of occurences of a given pattern
to be counted. Unfortunately this is unlikely to be the case for the following reason. .

When the pattern being searched for is encountered it is possible for the DUC to be incremented more than
once. This is caused by a combination of uncertainty about the pattern and the properties of pattern detectors
as decribed below:

• In a typical pattern matching application the pattern is rarely perfect. Degradations from the ideal
may be caused by additive noise, distortion of the object, changing lighting conditions etc. To take
this into account the threshold is normally set to a value which is low enough to increment the DUC
for all likely occurences of the pattern.

• Due to the nature of pattern detectors a large output is not only generated when the detector is
coincident with the pattern but quite large outputs can also be generated when it is just off centre.

The combination of these two problems means that each occurence of the pattern could increment the
OUC one or more times thus damaging any indication the change in DUC could give about the number of
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occurences of a pattern.

15.3.5 Changing conditions compensation

The front end of many automated image processing systems will experience slowly changing input conditions.
These may occur due to changing light levels, drifting component tolerances etc. The indusion of the max/min
register modes of the statistics monitor allows the system to automatically compensate for these changes.
For example consider a system which uses daylight to illuminate the field of view. As the day proceeds the
output from the camera will change. By spending periods of time monitoring both the maximum and minimum
levels in the data stream it is possible to adapt the system to take these changes into account.

15.3.6 Binary Image processing

A binary image is one which contains only two grey levels. Typically a binary image is the result of a
thresholding operation as described in section 15.3.3. By making use of the MAC and the backend it is
possible to implement a wide variety of different operations some of which are summarised below:

• Isolated pixel removal - removal of all pixels which have no identical neighbour.

• Line linking - bridging of small gaps between pixels.

• Encoding according to connectivity - coding of pixels depending on their connectivity with respect
to surrounding pixels.

• Binary thinning including staircase elimination - [3] [4] [5] [6] [7]

• Feature growth - opposite of the above.

• Conway's game of life - the oldest computer game known to man.

Po

Figure 15.7 A pixel and its 8 closest neighbours

As an example of the techniques involved isolated pixel removal will be examined in more detail. Consider a
pixel with its 8 surrounding neighbours as shown in figure 15.7. It is assumed that active and inactive pixels
are represented by 1 and 0 respectively.
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If the central pixel is in the opposite state to all its surrounding neighbours then the value of the central pixel
must be toggled. In order to perform the transformation it is necessary to develop a filter kernel which will
give a unique output for each of these two condition. One such kernel is shown in figure 15.8 below:

1 1 1

1 9 1

1 1 1

Figure 15.8 Filter kernel for isolated pixel removal

By programming the MAC with this kernel the outputs generated when the binary image is applied will range
from 0 to 17 inclusive. The two particular cases of special interest are 8 and 9 which correspond to a 0
surrounded by 1s and a 1 surrounded by Os respectively.

To convert from the output of the MAC to a binary image in the original format use may be made of the LUT.
The complete mapping for the LUT and the setting of the main control registers for this example are tabulated
below:

Coeff Register 0 1 2 3 4 5 6
CROa 1 1 1 0 0 0 0
CROb 1 9 1 0 0 0 0
CROc 1 1 1 0 0 0 0

Registers Data msb .. Isb
SCR 0 0 x 1 1 1 x 0
ACR 0 0 0 0 0 0 A 0
BCRO x x 0 0 0 0 0 1
BCR1 0 0 0 0 0 0 x x
BCR2 0 1 0 0 0 0 0 0
BCR3 1 0 0 0 0 0 0 0
LUT 0-7 0 0 0 0 0 0 0 0
LUT8 0 0 0 0 0 0 0 1
LUT9 0 0 0 0 0 0 0 0
LUT 10-17 0 0 0 0 0 0 0 1

x - Indicates don't care.

A - Set to 0 to program LUT, set to 1 to allow IMS A110 LUT access.

15.3.7 Multilevel thresholding - image contouring

Often it is desired to highlight a number of areas within a single image. Providing that each of the areas
occupies a different region of the grey scale then this can be achieved by multi level thresholding (sometimes
known as image contouring). Typically such a technique is often used in medical work. For example consider
an X-Ray taken of a patient which may well contain three very distinct regions:

• Clear regions: representing bone.

• Intermediate regions: representing major body organs.

• Dark regions: representing regions where the X-Rays met little resistance.
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By using the LUT to provide arbitrary 8bit-8bit data mappings as descibed in sections 15.3.2 and 15.3.3 it is
possible to assign each of these three regions a separate value. As a further enhancement external hardware
could be used to colour each of the three regions. Such colouring can greatly simplify the comprehension of
some types of image.

15.3.8 Dynamic range compression

Consider image data which requires 12 bits to represent each pixel. If it is desired to display such an image
on a system which uses only 8 bits per pixel then some form of range compression is required. One solution
is to discard the lower 4 bits of each pixel. This would leave the 8 most significant bits for display. If however,
the image was dark the lower 4 bits would contain a large proportion of the image data. To throwaway the
lower 4 bits in such a situation would almost certainly be unacceptable. A better solution in this case would
be to use the nonlinear tranformation shown in figure 15.9. Using this transformation values between 0 and
63 are unchanged; values between 64 and 1023 are mapped into the range 64 to 183 and values between
256 and 4095 are mapped into the range 184 to 232.
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Figure 15.9 Typical dynamic range compression function

The IMS A110 is capable of performing just such a nonlinear transformation by making use of both the data
transformation unit and the data normaliser. The mode of operation which is required is known as dynamic
normalisation, this is selected by setting BCR3[2] (enable dynamic normalisation). In this mode the prescaler
selects a 6-bit field anywhere within the X bus. This is used as an address to the LUT. Bits 22 to 26 of the
output of the LUT are used to control the normaliser block so that the input to the normaliser is dynamically
scaled. The output of the normaliser is then added, in the output adder, to the least significant 22 bits of the
output of the LUT.

The operation can be viewed as:
output = (input x scale) + offset

where the scale is provided by bits 22 to 26 and the offset is provided by bits 0 to 21 of the LUT.

To define the transformation function shown in figure 15.9 it is necessary to carefully calculate the values to
be placed in the LUT. The first stage in this calculation is deciding which slice of the X bus the prescaler is
going to select. In this example it will be set so that bits 4 through to 11 are selected. This means that bits
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6 to 11 are used as the address for the lookup table. Bearing this in mind it may be seen that in the first
segment of the transfer function the LUT address is zero. Since in this segment the scale is 1 (0 right shifts)
and the offset is 0 the following four bytes of data must be programmed into the first 32 bit location of the
LUT.

The second segment of the transfer function occurs between LUT addresses 1 to 15. In this segment the
gradient is i (3 Right shifts). To ensure that the first and second segment line up correctly it is important to
set the offset of the second segment to the correct value. It may be easily shown that in this case the offset
is 56. Thus the data to be programmed into the 15 LUT locations from addresses 1 to 15 is:

BYTE 3 BYTE 2 BYTE 1 BYTE 0
LUT 1 00 CO 00 38
LUTn 00 CO 00 38
LUT 15 00 CO 00 38

In exactly the same manner the LUT data for the third and final segment of the transfer function may be
shown to be:

BYTE 3 BYTE 2 BYTE 1 BYTE 0
LUT 16 01 80 00 A8
LUT n 01 80 00 A8
LUT63 01 80 00 A8

The settings of the other main control registers to perform the example transform on data applied to the
cascade input port are:

Coeff Register 0 1 2 3 4 5 6
CROa 0 0 0 0 0 0 0
CROb 0 0 0 0 0 0 0
CROc 0 0 0 0 0 0 0

Registers Data msb .. Isb
SCR 0 0 x x x x x 0
ACR 0 0 0 0 0 0 A 0
BCRO x x x x x x x 0
BCR1 0 0 0 0 0 0 x x
BCR2 0 0 0 0 0 1 0 0
BCR3 x x x x x 1 1 0

x - indicates don't care.

A - Set to 0 to program the LUT, set to 1 to allow IMS A11 0 LUT access.

15.4 Summary

This document has attempted to describe by example some of the many ways in which the backend post
processor of the IMS A110 may be used. It has only been possible to scratch the surface of a handful of
applications but hopefully the examples discussed should have provided an insight into both the flexibility and
capability of this section of the device.
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The INMOS quality programme is set up to be attentive to every phase of the semiconductor product life
cycle. This includes specific programmes in each of the following areas:

• Total Quality Control (TQC)

• Quality and Reliability in Design

• Document Control

• New Product Qualification

• Product Monitoring Programme

• Production Testing and Quality Monitoring Procedure

A.1 Total quality control (TQe) and reliability programme

Our objective to continuously build improved quality and reliability into every INMOS part has resulted in a
comprehensive Quality/Reliability Programme of which we are proud. This programme demonstrates INMOS'
serious commitment to supporting the quality and reliability needs of the electronics marketplace.

INMOS is systematically shifting away from a traditional screening approach to quality control and towards
one of building in Experimental Design quality through Statistical Process Control (SPC). This new direction
was initiated with a vigorous programme of education and scientific method training.

In the first year of the programme approximately 80 INMOS employees worldwide received thorough SPC
training. This training has been extended to cover advanced SPC and experimental design. Some of the
courses taught are listed below:

• Experimental Design Techniques

• Statistical Process Control Methods

• Quality Concepts

• Problem Solving Techniques

• Statistical Software Analysis Techniques

Today INMOS utilizes experimental design techniques and process control/monitoring throughout its devel­
opment and manufacturing cycles. The following TQC tools are currently supported by extensive databases
and analysis software.

1. Pareto charts 6. Correlation Plots
2. Cause/Effect Diagrams 7. Control Charts
3. Process Flow Charts 8. Experimental Design
4. Run Charts 9. Process Capability Studies
5. Histograms

A.2 Quality and reliability in design

The INMOS quality programme begins with the design of new INMOS products. The following procedures
are examples from the INMOS programme to design quality and reliability into every product.

Innovative design techniques are employed to achieve prodUct performance using, whenever possible, state
of the art techniques. For example, INMOS uses 300 nm gate oxides on its high performance graphics,
SRAM and MICRO products to obtain the reliability inherent in the thicker gate oxide. In addition, circuit
design engineers work hand in hand with process engineers to optimise the design for the process and the
process for the product family. The result is a highly reliable design implemented in a process technology
achievable within manufacturing.
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INMOS products are designed to have parametric margins beyond the product target specifications. The
design performance is verified using simulations of circuit performance over voltage and temperature values
beyond those of specified product operation, including verification beyond the military performance range. In
addition, the device models are chosen to ensure tolerance to wide variations in process parameters beyond
those expected in manufacture.

The design process includes consideration of quality issues such as signal levels available for sensing, reduc­
tion of internal noise levels, stored data integrity and testability of all device functions. Electro-static damage
protection techniques are included in the design with input protection goals of 2K volts for MIL-STD-883 test­
ing methods. Specific customer requirements can be met by matching their detailed specifications against
INMOS designed in margins.

The completion of the design includes the use of INMOS computer aided design software to fully check and
verify the design and layout. This improves quality as well as ensuring the timely introduction of new products.

A.3 Document control

The Document Control Department maintains control over all manufacturing specifications, lot travellers,
procurement specifications and drawings, reticle tapes and test programmes. New specifications and changes
are subject to approval by the Engineering and Manufacturing managers or their delegates. Change is
rigorously controlled through an Engineering Change Notice procedure, and QA department managers screen
and approve all such changes.

An extensive archiving system ensures that the history of any Change Notice is readily available.

Document Control also has responsibility for controlling in-line documentation in all manufacturing areas which
includes distribution of specifications, control of changes and liaison with production control and manufacturing
in introducing changed procedures into the line.

Extensive use is made of computer systems to control documentation on an international basis.

A.4 New product qualification

INMOS performs a thorough internal product qualification prior to the delivery of any new product, other than
engineering samples of prototypes to customers.

Care is taken to select a representative sample from the final prototype material. This typically consists of
three different production lots. Testing is then done to assure the initial product reliability levels are achieved.
Product qualifications are done in accordance with MIL-STD-883, methods 5004 and 5005, or CECC/BS9000.

The initial INMOS qualification data, and the ongoing monitor data can be very useful in the user qualification
decision process. INMOS also has a very successful history of performing customer qualification testing
in-house and performing joint qualification programmes with customers. INMOS remains committed to joint
customer/vendor programmes.

A.5 Product monitoring programme

At the levels of quality and reliability performance required today (Iow PPM and FIT levels), it is essential that
a large statistically significant, current product database be maintained. One of the programmes that INMOS
uses to accomplish this is the Product Monitoring Programme (PMP).

The PMP is a comprehensive ongoing programme of reliability testing. A small sample is pulled from pro­
duction lots of a particular part type. This population is then used to create the specific samples to put on
the various operating and environmental tests. Tests run in this programme include extended temperature
operating life, THB and temperature cycle. Efforts are continuing to identify and correlate more accelerated
tests to be used in the PMP.
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A.6 Production testing and quality monitoring procedure

A.6.1 Reliability testing

INMOS' primary reliability test method is to bias devices at their maximum rated operating power supply level
in a 140° C ambient temperature. A scheme of time varying input signals is used to simulate the complete
functional operation of the device. The failure rate is then computed from the results of the operating life
test using Arrhenius modelling for each specific failure mechanism known. The failure rate is reported at a
temperature that is a typical worst case application environment and is expressed in units of FITs where 1
FIT - 1 Fail in 10E9 device hours, (100 FIT = 0.01 °/011000 Hrs). The current database enables the failure
rate to be valid over various environmental conditions.

The failure rate goal for INMOS products is 100 FITs or less at product introduction with a 50 FIT level to be
attained within one year.

For plastic packaged prOduct, additional testing methods and reliability indices become important. Humidity
testing is used to evaluate the relative hermeticity of the package, and thermal cycling tests are used principally
to evaluate the durability of the assembly (e.g. die/bond attaCh).

The Humidity Test comprises of temperature, humidity, bias (THB) at 85°C, 85% Relative Humidity, and a
5V static bias configuration selected to maintain the component in a state of minimum power dissipation and
enhance the formation of galvanic corrosion. INMOS reliability goals have always been to meet or better
the current 'industry standards' and a target of less than 1% failures through 1000 hours of THB at 900k
confidence has been set.

The Thermal Cycling tests are performed from -65°C to + 150°C for 500-1000 cycles, with no bias applied.
Thermal Shock tests using a liqUid to liquid (Freon) method are cycled between -55°C and + 125°C.
The INMOS Reliability qualification and monitoring goal for the above tests is less than 1% failures at 900k
confidence.

A.6.2 Production testing

Electrical testing at INMOS begins while the devices are still in wafer form before being divided into individual
die. While in this form, two different types of electrical test are performed.

The Parametric Probe test is to verify that the individual component parameters are within their design limits.
This is accomplished by testing special components on the wafer. The results of these tests provide feedback
to our wafer fab manufacturing facilities which allows them to ensure that the components used in the actual
devices perform within their design limits. This testing is performed on all lots which are processed, and any
substandard wafers discarded. These components are placed in the scribe streets of the wafer so they are
destroyed in the dicing operation when they are not of any further use. By placing them there, valuable chip
real estate is saved, thereby holding down cost while still providing the necessary data.

The Electrical Probe test performed on all wafers is the test of each individual circuit or chip on every wafer.
The defective dice are identified so they may be later discarded after the wafer has been separated into
individual die. This test fUlly exercises the circuits for all AC and DC datasheet parameters in addition to
verifying functionality.

After the dice have been assembled into packages they are again tested in our Final Test operation. In a
mature product the typical flow is:

• Preburn-in test

• Burn-in at 140°C

• Final test

• PDA (Percent Defect Allowed)

• Device Symbolisation

• QA Final Acceptance
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The temperature setting used for hot testing is selected so that the junction temperature is the same as it
would be after thermal stabilisation occurred in the specified environment. This is calculated using the hot
temperature power dissipation along with the thermal resistance of the package used. All INMOS product is
electrically tested and burned-in prior to shipment. Historically, the industry has selected burn-in times using
the MIL Standards as a guide (when the market would support the cost) or on a 'best guess' basis dominated
by cost considerations. Whereas INMOS invoke a burn-in reduction exercise to ensure the reduced time has
no reliability impact.

A.6.3 Quality monitoring procedure

In the Outgoing Quality Monitoring programme, random samples are pulled from lots, that have been suc­
cessfUlly tested to data sheet criteria. Rejected lots are 100% retested and more importantly, failures are
analysed and corrective actions identified to prevent the recurrence of specific problems.

The extensive series of electrical tests with the associated Burn-in PDA limits and Quality Assurance tests
ensure we will be able to continue to improve our high quality and reliability standards.
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INMOS MIL-STD-883C/MIL-I-45208

MATERIAL PROCUREMENT & PRODUCT FLOW

INMOS
NEWPORT

U.K.

OFFSHORE
ASSEMBLY

INMOS
COL. SPGS.

USA

Wafer Fab Mat'l Procurement [2]

Wafer Fab Process [2]

Wafer Level Elect. Test [2]

Internal Visual QA Sample [2]

Assembly Mat'l Procurement

Assembly Mat'l QA Inspect

Assembly Process [1]

Electrical Testing

Burn-in

[Solder Dip] [3]

QCI Group A,B

QCI Group C,D

Certificate of Conformance

[CSI, GSI, PVT] [4]

[5] [6]

Notes:

[1] Anam, Korea or GTE, Taiwan

[2] Newport Fab. Product:
All NMOS, CMOS SRAM
All Transputer
All G17x (CLUT)

[3] Hot Solder Dip as req'd at
Colo. Spgs. Subcontractor

[4] As required by Customer

[5] 600 mil Package Parts,
All MICRO & G17x Parts

[6] 300 mil DIP, LCC & FLAT PACK
SRAM Parts

V Raw Material Procurement

o Manufacturing Process

D QAGate




