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6 Models of DS-Link Performance

This chapter contains analytic studies of the performance of DS-Links, the IMS T9000 virtual
channel processor and the IMS C104 packet routing switch.

Thefirst section considersthe overheadsimposed by the variouslayers of the DS-Link protocol
on the raw bit—rate. Results are presented for the limiting bandwidth as a function of message
size, which show that the overheads are very moderate for all but the smallest messages (for
which the cost of initiating and receiving a message will dominate in any case).

The next section anal yses the diminution of bandwidth caused by latency at both the token flow—
control and packet—acknowledgelayersof the protocol. Thelossesdueto stallsat the packet |evel
of the protocol when only asinglevirtual channel isactive are plotted in thelatter part of the sec-
tion.

The final section considers the performance of the C104 routing switch under heavy load, both
in the average and the worst case.

6.1 Performance of the DS-Link Protocol

Thissection |ooks at the maximum throughput of user dataon aDS-Link implementing thevirtu-
al channel protocol (described in chapter 3) for agiven message size. Two valuesare calculated,
for unidirectional and bidirectional link use. These give bounds on the data transfer rate for a
given message size. The DS-Link protocol requires use of flow—control tokens, packet headers
and termination tokens. The analysis calculates how many bits have to be transmitted along a
DS-Link in order to transfer a message, taking all of these overheads into account.

It isuseful to define the ceiling function [ x |:= (least integer greater than or equal to x).

6.1.1 Unidirectional data transfer

Assume that we have a message of sizem bytes. Thiswill be transmitted asn, packets. If the
messageis sent asasinglelarge packet, n, = 1. If themessageis split into packets of amaximum

size 32 bytes,
v =[5

Let s be the header size, in bytes. The number of bits transmitted for the message is
by = 10m + (10s + 4)np

sincethere are 10 bitsfor every byte of data, and a header-terminator overhead per packet. This
overhead is 10 bits for each byte of header, and 4 bits for the terminator.

I n the synchroni sed message—passing protocol used by the M ST9000, each packet of amessage
must be acknowledged by an acknowledge packet, whichwe assumeusestheinboundlink. Since
therewill be one acknowledgefor every outbound packet of data, the whole messagewill require
n, inbound acknowledge packets. Theinbound acknowledge packetsrequireoutbound flow con-
trol tokens. Thereares datatokensin the header of each acknowledge packet, and one datatoken
in the terminator of each acknowledge packet. The total number of inbound data tokens for the
acknowledge packetsis



Ng = (s + np

For every eight inbound data tokens, there is an outbound flow control token. The number of
flow control tokensis rounded up to the nearest integer for the purposes of the model

Nt
M = [ﬂ

A flow control tokenis4 bits. Thetotal number of outbound bits, B, required to transmit ames-
sage is the sum of the data bits and the flow control bits.

The number of bits in the message transferred is 8m, and this requires B bits to be transmitted
on the 100 MBit/slink. Thus the datarate on thelink, D, is given by:

D = %m x 100 Mbits/s

6.1.2 Bidirectional data transfer

The messageto betransferred hasm bytesof data, and the number of packetsrequired to transfer
this data, n,, is, asin the unidirectional case, given by

v = 3]

The data rate will differ from the unidirectional case because the outbound will have to carry a
greater number of flow—control tokens corresponding to the increased amount of data on thein-
bound link, and al so acknowledge packetsfor the message packetsreceived on theinbound link.

Without loss of generality, the message analyzed is assumed to be on the outbound link. Thein-
bound link is assumed to carry the same amount of data as the outbound link.

Theoutbound link will carry the datapacketsfor the outbound message, the acknowl edge packets
for the inbound message, and the flow control tokens for al packets on the inbound link. The
number of outbound data packetsisn,. The number of outbound acknowledge packets equals
the number of inbound data packets, which in turn equals the number of outbound data packets
(since the inbound link is assumed to carry the same amount of data as the outbound link). The
number of acknowledge packets is therefore also ,. Each acknowledge packet is transmitted
as (10 s + 4) bits. The number of bits transmitted for the outbound message and the outbound
acknowledgement packetsis

by = (10m + (10s + 4)ny ) + (10s + 4)n,

Now consider the flow control requirements. The outbound link will carry the flow control to-
kens for the packets received on the inbound link. The data tokens on the inbound link will be
the sum of the number of datatokensfor the inbound datatransfer, and the number of datatokens
for the inbound acknowledge packets. Recall that the inbound link carries the same amount of
data as the outbound link. The number of data tokens on the inbound link is

Ng = M+ (s + 1ny) + (s + Inp



The number of flow control tokensrequired on the outbound link is (rounded up for the purposes

of the model)
v 3]

The total number of outbound bits for the message transfer is given by the sum

and the outbound link data bandwidth is, as before,

D = %“ x 100 Mbits/s

Note that the bandwidth on the inbound link is the same, by assumption.

6.1.3 Asymptotic Results

Consider first the case where the message is split into packets of maximum size 32 bytes. For
large messages, the overhead of thefinal, possibly not full size, packets will become negligible.
In this case, the asymptotic values for throughput may be cal cul ated.

Unidirectional link use

From the previous derivations, assuming that only 32—byte packets are used, we have

m
32

by = (10m + (10s + 4np) = 10m + (105 + 43

np=

Ng = (S+ Hnp = (s + 1)3—"2'
- Nge _ (s + Im
t=— 8 — 8x 32
B = 10m + (10s + 40 +4%n
collecting terms,
_ 649 + 21s
B = m( i )
giving D interms of s,
_ 8m _ _ 51200 -
D = R 100 519 + 71s Mbits/s

Bidirectional Link use
The bandwidth for the bidirectional caseis calculated similarly, giving the asymptote

25600

D= 35+ 21s

Mbits/s



6.1.4 Results

The model isused to calculate data throughput for varying message size. Thisisthe throughput
inthe outbound direction only, for both unidirectional and bidirectional link usage. Thisiscalcu-
lated for both 1-byte and 2-byte header sizes. The graphs show data throughput, in Mbytes per
second, for varying message size, header size and link usage. The asymptotic values are calcu-
lated below. The graphsalso show the bandwidth that would result from sending the entire mes-
sageasasinglepacket. Thisillustratestherelatively small cost of dividing messagesinto packets,
which has considerable advantagesin terms of fine—grain multiplexing and small buffer require-
ments.

Consider figure6.1. It showsthe datathroughput for unidirectional and bidirectional link usage,
with 1-byte headers, for messages up to 128 bytes. The larger discontinuity in the throughput
curve occurs when an extra packet is required to transmit a message, for the maximum packet
sizeof 32 bytes. Thesmall discontinuitiesare dueto the requirement to send an additional flow—
control token. Thisismore pronounced inthebidirectional case. Theoverhead of the extrapack-
et has less effect on throughput for the larger messages. Note that the knee in the graph occurs
for very small messages. Only messages of 10 bytesor | ess cause appreciable degradationin the
throughput rate.
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Figure 6.1 Outbound link throughput for small messages (1 byte headers)

The second graph, figure 6.2, shows the throughput for larger messages. Again a 1-byte header
isassumed. Throughput is calculated for messages of size 32 X i and for size (32 x i) +1 for
integer valuesi.
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Figure 6.2 Outbound link throughput for large messages (1 byte headers)

Theuse of atwo-byte header increasesthe overhead of each extra packet needed for the message.
In figure 6.3, the data throughput for small messages with 2-byte headers, the overhead shows
asalarger “dip”’ inthe curve when an extra packet isused for the 32 byte maximum packet size.

Figure 6.4 shows the use of 2-byte headers with larger message sizes.
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Figure 6.3 Outbound link throughput for small messages (2 byte headers)
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Figure 6.4 Outbound link throughput for large messages (2 byte headers)

6.1.5 Asymptotic Results

Thevaluess=1 and s=2 are substituted into the limiting expressionsfor D given earlier. There-
sultsfor the 32 byte maximum packet sizeareshownintable6.1. Thefiguresgivenarein Mbytes
per second. Note that these figures are the asymptotes of the graphs.

Table 6.1 Effect of header size and usage on link throughput

Unidirectional | Bidirectional
9.55 8.74
9.26 8.27

Effect of maximum packet size

If the message is not split into packets then, for unidirectional data transfer the expressions for
throughput derived above give

— 8m . ,
D = Om T 10s 78 X 100 80 Mbits/s

For bidirectional datatransfer, thereisadlightly larger overhead dueto theflow control informa-
tion. Again from the previous derivations,

_ 8m _ :
D = 08m + 2579 X 100 76.19 Mbits/s




6.2 Bandwidth Effectsof Latency

In practice the bandwidth achieved at the user level is sometimes |ess than the theoretical peak
calculated in the previous section, because latenciesin the system cause the link to becomeidle
for part of thetime. Inthissectionwefirst of all consider the effect of device-to—devicelatencies
onthetoken-level protocol, and then consider the effect of end—to—end |atency ontheupper levels
of the virtual channel protocol.

6.2.1 Bandwidth of Long Link Connections

Signals propagate through wires with afinite speed, and so long lengths of wire are themselves
asource of latency, which can be significant at the speed of DS-Links,. What followsisaformal
model of the flow—control mechanism of the DS-Links, which isused to cal culate the maximum
tolerable device-to—device latency before alink is forced to become idle.

Specification of DS-Link Flow—control

We consider apair of links connected together. Eachlink isconnected to both asource and asink
of data. Transmission/buffering delay between thelinksismodelled by apair of buffersbetween
them. The pictureisshown in figure 6.5.

0.s0 0.0t o lo.ed | 0.1id _
source output ; transit input ; drain
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Figure 6.5 Token streamsin abi—directiona DS-Link connection

Formally, we regard each |abelled channel asatrace, i.e. asequence of tokens transmitted upto
the current time.

There are 256 different data tokens, an end-of-packet token (EOP), an end-of-message token

(EOM), the flow-control token (FCT) and anull token. The set of tokensisthus 7= DUFUS
where D ={data, EOP, EOM}, F ={FCT} and S isthe null token. We indicate the restriction
of atrace to asub-alphabet by [, and the length of atrace by #. <> isthe empty trace. a <b
meansthat thetraceaisaninitial subsequence of thetraceb (so b can bethought of asa‘ continua-
tion’ of a).

Almost all relations are given in one direction only; an exactly equivaent set hold with ‘0’ and
‘1’ interchanged.

Firstly, notethat the streamsfrom the source and to the drain contain only data, EOPsand EOMss;
there are no flow—control or null tokens other than between thetwo link interfaces, so therestric-

tion of the other tracesto the set F U Sis empty:
00[(FUS) =0id[ (FUS) =1s[(FUS = 1id[(FUS = <>
The sequence of tokensis preserved, so the trace of data tokens received by the drainisastrict

initial subsequence of the trace of data tokens sent by the source (the difference being those still
in transit):



0id <Ot [D < Oot[D < 0s0
0.ti = 0O.ot

The number of tokens held in each box isthe difference between the number of tokensinput and
the number output. All the boxes (except the sources and drains) have finite capacities, thus:

0 =< #0.s0o — #(0.0t [D) < output.cap.0
0 = #0.ot — #0ti < tdday
0 =< #Oti [D) — #0.id <= input.cap.0

Thetotal credit received isthe number of FCTsreceived timesthe flow-control batch-size bsize.
The output credit remaining for that link is the difference between this and the number of data
tokens sent. Thetotal credit sent isthe number of FCTs sent times the flow-control batch-size;
theinput credit remainingisthedifference between thisand the number of datatokensreceived?.
Sincewe have a‘credit’ based system all of them must be positive, and from the sequencerela
tions above we can deduce:

input.credit.0 = #(l.ot [F) X bsize — #(0.ti[D) = output.credit.0
output.credit.0 = #(1.ti [F) X bsize — #0.0t [D) = 0

The input credit must never exceed the buffer space available, which is the difference between
the size of the buffer and the number of tokens held. Thus we require:

input.cap.0 — #(0.ti [D) + #0.id = input.credit.0

Combining the above gives the ssmple relation:
input.cap.0 + #0.id = #(l.ot [F) X bsize

This shows that the total credit issued must not exceed the buffer capacity of the input plus the
amount sent to the drain.

Initially all the traces have zero length. The condition for actual transfer of dataisthat at least
one of the tracesinto the drains (e.g. 0.id) must become non-empty. By the above thisimplies
that #(0.0t [ D) becomes non-zero. Now for thisto happen #(1.ti [ F) X bsize must become non-
zero, thisis bounded from above by input.cap .0, since at the start #0.id = 0. Since the length of
tracesisintegral, thisshowsthat no datacan ever betransferred unlessinput.cap.0 = bsize. Thus
this form of flow—control requires an input buffer at least as large as the flow—control
batch—size.

6.2.2 Effect of Inter—Link Delay

Now consider the consequences of thetransit delay. If thedelay isconstant, it behavesasafixed-
size buffer which can only output when it isfull. Thismeansthat in the steady-state thereis al-
ways afixed difference in the lengths of itsinput and output streams, i.e.

#0.0t = #0.ti + t.delay.0

Thus, for any set A4:
#(0.0t[A) = #O.ti[A) + t.delay.0

Equality only occursif all thetokensheldintransit belongto.A. If we assume (for the moment)
that data flows only on the O channels and transmission is continuous (i.e. no tokensfrom S are
interspersed) this means:

18. The difference between the input and output credits is due to tokensin transit.



#(0.0t[D) = #0.ti[D) + t.delay.0

Onthe 1 channels, to maintain the steady state we must send an FCT for every bsize tokenstrans-
mitted on the 0 channels (since these are, by assumption, all tokensfrom D). Thus, on average,

#(l.ot[F)bsize = #(1.ti[F) x bsize + t.delay.1

Thus,
input.credit.0 = #(1.0t[F) X bsize — #(0.ti[D)

= #(1ti[F) X bsize + t.delay.l1 — #(0.ot[D) + t.delay.0
Thus:
input.cap.0 = input.credit.0 + #(0.ti[D) X bsize + #0.id
= (t.delay.0 + t.delay.l) + (#(1.ti[F) x bsize — #(0.0t[D) + (#(0.ti[D) + #0.id)

By the above, the third term of the last equation is > 0.

. _ _ |_ - X bsize
The second term isoutput.credit.0, which can attain bsize when #(0.ot [ D)=0

and #(1.ti | F) isequa to the maximum number of flow-control tokens that can be sent.

From the starting condition we can writeinput.cap.0 = bsize + extra (whereextra isnon-negative)
so that the previous expression is ssimply extra.

Thus we deduce:

extra = t.delay.0 + t.delay.1

So we see that the input buffer must have aminimum capacity of bsize for transmission to start,
but to maintain continuous transmission of data through a delay, there must also be some some
‘dack’ to deal with tokensin transit, which depends on the latency of the connection.

If we assumethat dataflows on both sets of channels, by asimilar argument we obtain the result:

extra = (t.delay.0 + t.delay.1l) X ( bsize )

1 + bsize

Inverting this equation gives arestriction on the maximum delay through which full bandwidth
can be sustained:

t.delay.0 + tdelay.l < extra x ( 1+—bsize)

bsize

Thus for the DS-Link, for which bsize = 8, a total buffer capacity of 20 tokens means that
extra=12, so the maximum delay which can be endured without loss of bandwidth is.

max.delay = 12 X ( g) = 135

wherethe unit of timeisthe averagetimeto transmit onetoken. Thisdependson theratio of data
tokensto EOP/M tokens, the worst case being 1:1. This makes the average token length 7 bits,



soat 100 MBits/stheaveragetoken transmissiontimeis70ns. Thusthemaximum delay is945ns.
In practice there is some latency associated with the front-end circuitry of the DS-Link, buffers
etc.. Thiscould be added explicitly to the model by introducing more buffer processes, but the
effect will simply beto reduce the latency budget for thewires. Latenciesin thelink account for
approximately 400ns, so a conservative estimate would alow 500ns for the round-trip wire
delay, which correspondsto adistance of about 80m. Allowingfor delaysin buffersleadsto the
conclusion that 50m would be a suitably conservative figure.

6.2.3 Bandwidth of a Single Virtual Channel

The T9000 VCP is pipelined in order to sustain the high rate of packet processing required by
the virtual channel protocol, just asthe DS-Link is pipelined internally to achieve a high band-
width. When many virtual channels are active simultaneously on alink, the VCP ensures that
thelink isnever idle so that itsfull bandwidthisexploited. The disadvantage of pipelining isthat
it introduces latency, which can become a limiting factor on bandwidth when only one virtual
channel isactive on alink.

The reason that latency can limit bandwidth is because of the requirement that each data packet
must be acknowledged before the next may be sent. Although the V CP sends the acknowledge
packet as soon as possible, so that itstransmission can overlap that of the bulk of the data packet,
if the data packet is short and/or the latency of the systemislarge, it ispossible for the acknowl-
edgeto arrivetoo late to prevent astall in datatransmission. When the V CP has packetsto send
for other channels this does not matter, but if only asingle channel is active, the bandwidth may
be reduced by the system latency.

Analysis

We consider the particular case of two processes communicating over a single virtual channel.
This can be represented in occam by:

CHAN OF [message.size]lBYTE channel :
PLACED PAR

[message.size] BYTE message :
SEQ
channel ! message

(repeat n times)
channel ! message

[message.size] BYTE message :
SEQ
channel ? message

(repeat n times)

channel ? message

We ask: what is the bandwidth that this pair of processes observes, as afunction of the message
size? The bandwidth is defined as the total amount of message data transferred divided by the
total time taken (as measured by the outputting process). Whenever the timeis limited by the
latency of the system, the bandwidth is proportional to the length of the message, since thetime
is constant. When the time to transmit the data exceeds the round-trip latency it is this which
limits the bandwidth. In this case the time to transmit the header is significant, and so thereis
adifference in bandwidth depending on the size of header used.

We assumethat all dataisin the cache, the inputting processisinitialy ready, and that only one
process is using each machine. Communication isthus mainly unidirectional, and so weignore



the effects of token level flow-control, since this has been analyzed in the previous section. We
assume that the two T9000s are directly connected by short wires.
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Figure 6.6 Single channel bandwidth vs. message size

Theresultsareillustratedinfigure6.6. It can be seenthat for messagesof lessthan about 20 bytes,
latency dominates. Packet transmission time becomes limiting until the message size exceeds
32 bytes, when a second packet isrequired. The time to acknowledge the second packet then
becomes limiting until the message size reaches about 50 bytes. This pattern isrepeated at each
multiple of 32 bytes, but as the message size increases the effect of latency on the final packet
becomes proportionately less significant, and so the dipsin the graph becomesmaller. Theenve-
lopeof thecurveisthat derived in section 6.1. If thelength of theindividual connectionsisgreat-
er, and/or the message is routed via one or more C104 routers, the latency is larger, and so the
dipsinthe curve become both wider and deeper. Latency can be hidden by having more channels
active at once, sincein this case an acknowledge does not have to be received until a packet has
been sent for each active channel.

6.3 A model of Contention in a Single C104

In this section we develop a statistical model of contention for the C104. The model alows a
number of C104 input linksto be trying to route packets to anumber of C104 output links. The
C104 will allow one packet which requestsan output link to succeed, for each output link19. Each
packet has a header, which isone or two bytes, and aterminator. A byte of information istrans-
mitted as 10 bits on the link, and the packet terminator is transmitted as 4 bits.

The model allocatestimein slots. Conceptually, at the start of thetime slot al of theinput links

attempt to route a packet to their selected destination link. A subset of these transmissions will

succeed, and the other packets are discarded —notethat thisisnot what occursin theimplementa-

tion. Themodel devel oped here assumesthat the destination links are chosen at random, and this

assumption is appropriate for the the actual behavior of stalling and buffering of unsuccessful
19. Grouped adaptive routing is not considered in this model.



packetsfor the next timeslot, becausethe destinations of all the packetsinthenext slot will again
be independent and random. The model describes the probability that a packet is successfully
transmitted from its chosen outbound link.

6.3.1 Timesdots

Thesizeof atimedlot isthetimefor which apacket occupiestheinput/output pair of links, given
that it is successfully routed. Thisisthe sum of the header routing time and the time taken for
the following bits to cross the switch.

L et /2 denote the header delay, and b denote the bit delay. Thentheslot time, S, for k-bit packets
isS =h +k b, wherek isthe number of bitstransferred after the header. For one-byte headers,
thisisk + 4 sincethebitstransferred arethe data bits and the 4 terminator bits. Two-byte headers
may be modelled by setting k"= k + 10 + 4, where the extra 10 bits correspond to the extra byte
of header to be transferred.

6.3.2 The Contention M ode€l

At the start of atime slot, each input link submits a packet. If thereis contention for the output
links, then one packet for each output link is successful.

L et the number of input linksin use bein, and the number of output linksin use be out, with the
ratior = outlin. Then the probability that an output link isnot used by any of the inputsisgiven

by
free) = (1 — L |in
p( ) out
The probability that an output link is used is therefore
p(use) = 1 — p(free) = 1 — (1 — i)i”
The data throughput, T, of an input link is given in bits/s by
1

T= Jot fime X p(use) X rk

Substituting in the above expressions gives

_1-(@1 - gn

T S

X rk

6.3.3 Averagedelay

Themodel sofar describesthe expected throughput of eachinput link. Thismay beusedto calcu-
late the expected number of timeslotsit will takefor asubmitted packet to crossthe switch. This
timeisthe delay due to the contention within the switch. In order to look at system delays, the
time taken to reach the front of the input queue aso needs to be taken into account.

The expected delay of a packet, in terms of time dots, is given by

o0

L= > ixp)

=1



where isthe time slot number. Now p(i) is the probability of an input success on the ith trial,
so that p(i) = p(failure)i—1 X p(success). Substituting into the expression for L and taking the
common factor outside of the summation we get:

o0]
L = PUCES) S x pfailure) ~ L
i =1
summing the series, this gives
_1 1
ET T pus

The absolute expected delay, D, isthe value L multiplied by the length of the time dlat,
D =L X (slot time). Substituting,

1 S

= X .
Cl- -
6.34 Summary of model

The throughput per terminal link, in units data bits per second is

1 - (1 - gpin
S

T = X rk

The total bandwidth of the systemis B=in x T.

The expected delay of a packet, in seconds, is

1 S
+ X -
i@

wherethe slot—time S =/ + kb, for k bit packetswhere k 'isthe number of bits transferred after
the header, and

*h isthe time taken to route a header, in seconds
*b isthe time taken to transmit a bit, in seconds
ek isthe number of bitsin the packet

*in isthe number of input links used, in << 32
eout isthe number of output links used, out << 32

eristheratior = outlin

6.3.5 Asymptotesof the model

X n
Theexpression (1 - ﬁ) tendstothevauee ~*asn — co. Asbothin andout grow, the asymptot-
ic throughput and delay for a particular set of switch parameters may be calculated. The limit
of the expressionsis



out r X in
_ a1
Tim 1 g /" X rk
1 S
Dim = ¥ %X 72 =y

In the special casewherer = 1, i.e. the numbers of input and output links in use are the same,

0.632 x k
Tim ="

6.3.6 Reaults

The IMS C104 chip has a header routing time, 2 of approximately 500ns, and a bit delay, b of
10ns (assuming links operating at 100Mbits/s). The throughput of each input link is calculated
as afunction of the number of linksin use, and of the packet size (in data bits).

The model isfirst used to describe the throughput of the chip when the number of input linksin
use is the same as the number of output linksin use. In the equations, thisis setting in=out, or
r=1. Figures6.7 and 6.8 show theresulting throughput and del ay respectively for one-byte pack-
et headers. All of the messageis sent in asingle packet, with one header and oneterminator. The
vaueof SisS =h + (1.25k + 4) X b. Note that the curves for both the throughput and delay
quickly flatten.
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Figure 6.7 Throughput per link vs. packet size



